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for the lattice velocities and diffuse-scattering boundary condition for fluid-wall interac-
tions. Detailed comparisons with the direct simulation Monte Carlo (DSMC) method and
the linearized Boltzmann equation are made for planar Couette and Poiseuille flows. All
higher-order LB methods considered here give improved results as compared with the
standard LB method. The accuracy of the LB hierarchy, however, does not monotonically
Lattice Boltzmann method increase with the order of the Gauss-Hermite quadrature at moderate and large Knudsen
Kinetic theory numbers. The results also show the sensitivity to a quadrature chosen, even when the
Microscale flow Gauss-Hermite quadratures have the same order of formal accuracy. Among the schemes
investigated here, D2Q16 is the most efficient method and offers a quantitative prediction
in the slip and transition regimes. The higher-order LB methods predict the Knudsen layer
up to Kn =0(0.1). The Knudsen layer, however, rapidly disappears when the Knudsen
number approaches unity due to a finite number of the lattice velocities, while it is still
present for Kn = O(1) in the Boltzmann equation. It is also found that the higher-order
LB methods adopted here do not capture the asymptotic behavior of the Boltzmann equa-
tion at large Knudsen numbers.
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1. Introduction

Fluid flows in small-scale confined geometry has recently attracted significant attention due to the advancement of micro
and nanotechnology [1,2]. The flow in this regime is characterized by the Knudsen number, Kn = 2/H, where 1 is the mean
free path of molecules and H is the characteristic length scale of the geometry [2,3]. At very small Kn, the kinetic theory pre-
dicts that hydrodynamics in a homogeneous bulk fluid is described by the Navier-Stokes equations [4,5]. However, for finite
Kn flows, the no-slip boundary condition for fluid-wall interactions, which prevails in the continuum hydrodynamic simu-
lations, breaks down, because of the increasing importance of the presence of the Knudsen layer [2]. The Navier-Stokes equa-
tions can also break down at even higher Kn.

Hydrodynamics beyond the Navier-Stokes equations can be described by the Boltzmann equation [5]. The Boltzmann
equation is an integro-differential equation with 2D + 1 independent variables for a system with D-dimensions in physical
space. Due to the large dimensionality and complexity in the collision operator, analytic solutions of the Boltzmann equa-
tion are limited to simple flows. The direct simulation Monte Carlo (DSMC) method [6] is a stochastic numerical method
to solve the Boltzmann equation [7]. The large dimensionality in the Boltzmann equation makes DSMC efficient, since the
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convergence of the Monte Carlo method only depends on the number of stochastic particles. However, the application
of DSMC to engineering problems is limited, due to the relatively high computational cost, especially for low-speed
flows.

The lattice Boltzmann (LB) method [8-12] is a reduced-order model of the Boltzmann equation. While originated from
lattice-gas automata (LGA) [10], the LB method with a single relaxation time Bhatnagar-Gross-Krook (BGK) collision oper-
ator has been proven to be a special discrete form of the corresponding Boltzmann equation [13,14]. The discretization in
velocity space is made by using the Gauss-Hermite quadrature such that the lower moments of single-particle distribution
functions obey the Navier-Stokes equations [13,14]. While the LB method is originally designed to mimic the Navier-Stokes
hydrodynamics, due to its kinetic origin, a number of studies have been reported for application of the LB method in finite Kn
flows with encouraging results [15-23]. In earlier work, attention has been devoted primarily to fluid-wall interactions, in
order to reproduce the slip phenomena [17,23]. Among others, the diffuse-scattering boundary condition is shown to well
reproduce the slip phenomena for Kn < 0.1 [17,20,21]. For higher Kn flows, a modification to relaxation dynamics, such as
“virtual wall collision” [18], has also been proposed. Although encouraging results have been reported, there has also been
criticism for application of the LB method to finite Kn flows. Traditionally, the LB method is a second-order scheme in the
Chapman-Enskog expansion [10]. This has led to the viewpoint that the LB method cannot be applied to finite Kn flows,
due to the lack of the physical symmetry and spatial accuracy [24,25].

The multi-speed or higher-order LB models have been developed to increase the order of accuracy in the discretization of
velocity phase space. A systematic derivation of the LB equation for higher-order hydrodynamics has been presented in Shan
and He [14] and Shan et al. [26]. In their approach, the higher-order LB equation is obtained from the systematic approxi-
mation of the Boltzmann equation using the Hermite basis in velocity space, or equivalently Gauss—Hermite quadratures,
and the spatial and time discretization of the resulting discrete velocity Boltzmann equation. The connection between the
Grad’s moment system and the discrete velocity model has been utilized to construct the discrete velocity equilibrium func-
tion embodying the H-theorem in discrete phase space [27,28]. The quadrature sets with the speed of discrete velocities
being integer multiples of the smallest speed in the same direction have also been developed [26,29,30], where the so-called
propagation/collision dynamics can be applied. Ansumali et al. [31] presented analytical solutions of the discrete velocity
Boltzmann equation for Couette flow using the so-called D2Q9 and D2Q16 schemes and showed that the increase of order
in the Gauss-Hermite quadrature results in a much more accurate treatment of finite Kn flows. However, no systematic
study on the quadrature set higher than D2Q16 has been reported.

In this paper, we present a systematic study on the accuracy of the LB hierarchy for finite Kn flows. The discrete velocity-
sets for up to the eleventh-order Gauss-Hermite quadrature are employed, and detailed comparisons with reference
solutions are made for the canonical problems for microscale flows, planar Couette and Poiseuille flows. In Section 2, the
derivation of the LB equation from the Boltzmann equation with the BGK collision operator is presented. Discretization,
non-dimensionalization, and relationship of the relaxation time and the Knudsen number are discussed in the context of
the consistency with the continuum kinetic theory. The kinetic boundary condition for the higher-order LB method is also
described. In Section 3, the higher-order LB methods are validated against DSMC and the linearized Boltzmann equation with
emphasis on convergence and accuracy at small and moderate Kn, the Knudsen layer, and the asymptotic behavior at large
Kn. A summary of the major conclusions is presented in Section 4.

2. Lattice Boltzmann method
2.1. Boltzmann-BGK equation

The Boltzmann equation with a single relaxation time BGK collision operator can be written as

of 1.
G TC V48 Ve =——(f -, (1)

where f(x, ¢, t) is the single-particle distribution at a location x with velocity c at time ¢, 7 is the relaxation time, and g is an
external force. The local equilibrium distribution f¢9 is given by

D/2 2
eq _ m B mic—u|
ff=p (27rkBT> &P < 2T )’ )

where m is the mass of the fluid particle, and kg is the Boltzmann constant. The density, fluid velocity, and temperature are,
respectively, given by

p= / fde (3)
pu = / cfdc (4)

ngT: / lc — ul*fdc. (5)
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Using the Chapman-Enskog expansion, the kinematic viscosity is obtained as
v=1c, (6)

where ¢; = \/kgT/m is the speed of sound. Here we are interested in isothermal flow, and the temperature T is assumed con-
stant. The equation of state is p = c2p, where p is the pressure.

2.2. Discretization in velocity space

In a discrete velocity version of the Boltzmann equation, the system is described by a finite set of (weighted) distribution
functions for discrete velocities evolving in (x, t) space. To recover the hydrodynamic equations at the Navier-Stokes or high-
er level, the lower-order moments, Egs. (3) and (4), and the corresponding fluxes are to be evaluated exactly using the dis-
tribution functions for the discrete velocities, and a proper form of the discrete equilibrium distribution function is to be
derived. Here we follow the moment expansion approach of Shan and He [14] and Shan et al. [26] to derive the equilibrium
distribution function and the evolution equation.

In the moment expansion approach, the discretization in velocity space is done by projecting the distribution function
onto a functional space spanned by the orthogonal Hermite basis:

fle,x,t) ~ fN(c,x,t) = w(c) 3
n=0

a™(x, ) H™ (c), (7

where H™ is the nth order Hermite polynomial. The weight function w(c) is given by

_ 2
w(c) = w@ 1 1 exp < qu>7 (8)

P amP?

where q = ¢/c;. The coefficients a™ are given by
. . fN
a — / FUHMde = / i Hde. (9)

Hermite polynomials are useful in constructing a reduced-order model for the Boltzmann equation, because the coefficients
a™ correspond to the moments of the distribution functions [26]. Considering that fNH™ /e is a polynomial of order < 2N (in
velocity space), the integral in Eq. (10) can be evaluated exactly with the 2N-th order Gauss-Hermite quadrature or higher
[32]:

g — i: wif (€)H" (¢;) (10)

i=1 o(€;)

Here, the discrete velocities c; are given by c;q;, where q; are quadrature points for a Gauss-Hermite quadrature with respect
to the weight function @(q). w; is the weight function for q;, and d is the number of quadrature points. Since the evaluation of
the integral in Eq. (10) requires values of f for only the discrete velocities, c;, the approximation using the Hermite basis, i.e.
obtaining the Hermite coefficients a™, is equivalent to solving the set of distribution functions at the discrete velocities
(Gauss-Hermite quadrature points) [14]. In Eq. (10), a coefficient of the Hermite expansion is a linear function of hydrody-
namic moments [26]. The conserved moments, the fluid density p and the momentum density pu = p(u,v,w)", are given by

Y fi=p (11)
> cfi = pu, (12)

where f; = wif(¢;)/w(c;).
The discrete velocity Boltzmann-BGK equation can be derived by projecting the Boltzmann equation onto the finite func-
tional space represented by the Hermite basis:
ofi 1
aff[}+c,‘-Vf,':7%(fi7fieq)+F,‘:Qi+F,', (13)
where F; is an external force for the velocity ¢;. Depending on the truncation order, €; and F; can have higher-order moments
terms. Here, of primary interest are low Mach number (Ma) flows, and terms up to second-order are retained in the Hermite
expansion [26]:

— ug luc’ 1(uu

fl=wp|1+ :ty @ 2@ | (14)

Fimwp[E8 B0l o) g 1) (15)
CS CS CS
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In Eq. (7), the order in the Hermite expansion determines the accuracy of the velocity space discretization. To recover the
athermal Navier-Stokes equations, second-order terms should be retained. While we employ only up to the second-order
moment terms in the discrete equilibrium and forcing terms for low-speed flows, the accuracy of the velocity space discret-
ization can be improved by adopting a higher-order Gauss-Hermite quadrature. Table 1 shows 1D Gauss-Hermite quadra-
tures for the 5th-11th order. A 2D quadrature can be obtained from the product of the corresponding 1D quadrature [26]. For
example, the conventional D2Q9 scheme is a production formula of D1Q3. For the D2Q9 scheme [12], the discrete velocities
are thus given as

(0,0), fori=0
¢ = { V3cs(cos|(i — 1)m/2], sin[(i — 1)7t/2]), fori=1,2,3,4 (16)
V3cs(V2 cos|(2i — 9)1/4], V2 sin[(2i — 9)/4]), fori=5,6,7,8.

The weights are wo =4/9, wy =w, = w3 = w, = 1/9, and ws = ws = w7 = wg = 1/36. Table 2 shows two Gauss-Hermite
quadratures exclusively designed for 2D problems. Both of these and the D2Q16 scheme are of seventh-order accuracy,
and correspond to the next member of the LB hierarchy over the standard quadrature D2Q9. An important feature of the
D2Q21 scheme is that the discrete velocities are multiple integers of the velocities with the smallest speed. The propaga-
tion/collision dynamics can therefore be applied for D2Q21. The D2Q12 scheme has the smallest number of discrete veloc-
ities in the quadrature sets with seventh-order accuracy.

2.3. Lattice Boltzmann equation: time and spatial discretization, and non-dimensionalization

The LB equation can be obtained by discretizing the discrete velocity Boltzmann-BGK equation in time t and space X. By
integrating Eq. (13) along the trajectory of the particle velocity ¢; [13], we obtain

ot
fi(x + oteg, t + ot) — fi(x, t) = / Qi(x + t'c;, t + t')dt’ + F;ot. (17)
0
The integral in Eq. (17) can be approximated by
ot ot
/0 Qi(x +t'c,t+t)dt ~ 5 [Qi(X + otc;, t + ot) + Qi(X, t)] + 0(5t3). (18)
Table 1
1D Gauss-Hermite quadratures of 5th-11th order accuracy
Quadrature Order q; w;
D1Q3 5 0 2/3
+V3 1/6
D1Q4 7 +vV3 -6 (3+V6)/12
+V/3+V6 (3-v6)/12
D1Q5 9 0 8/15
+v/5-10 (7 +2v/10)/60
+V/5+ V10 (7 - 21/10)/60
D1Q6 11 +0.616706590193136 4.08828469555808 x 10!
+1.88917587775414 8.861574604199542 x 1072
+3.32425743355142 2.555784402056898 x 10>

g; and w; are quadrature points and weights, respectively.

Table 2
Seventh-order 2D Gauss-Hermite quadratures
Quadrature D q; w;
D2Q12 4 (£r,£1) (5+2V5)/45 2 =(9-3V5)/4
4 (S, +5) (5 —2V5)/45 s> =(9+3V5)/4
4 (t,0)s 1/36 2=6
D2Q21 1 (0,0) 91/324 =32
4 (r,0)s 1/12
4 (&£r, £1) 227
4 (2r,0) s 7/360
4 (£2r,£2r) 1/432
4 (3r,0)5 1/1620

q; are quadrature points, w; are weights, and p is the number of velocities with the same speed. The subscript, FS, denotes a fully symmetric set of points. In
D2Q21 [26], the discrete velocities are multiple integers of the velocities with the smallest speed. The D2Q12 scheme [32] has the smallest number of
discrete velocities in the quadrature sets with seventh-order accuracy.
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By introducing the transformation f = f — 6t/2Q; [33], the LB equation can be written as

fi(x + otei, t + ot) — fi(x, t ( _f ) F;ot. 19
fi(x + ot t + ot) - fi(x,t) = r+ot/2'f +Fi (19)
This solves the discrete Boltzmann-BGK equation with second-order in ét except for the forcing term which is of first-order.
By increasing the order of the Gauss-Hermite quadrature, i.e. the order in the Hermite expansion, and decreasing the time
step Jt, the LB equation converges to the Boltzmann-BGK equation.

Eq. (19)is scaled with the time scale t, and the length scale xo = csto/a, where a is a non-dimensional constant that is used

here to represent different ways of non-dimensionalization. From this we obtain
oo a7 st Foe % st = =
fi(X + otc;, t + 6f) — fi(X, £) = T2 (fi — fi%) + Fiot, (20)
where the equilibrium distribution f? is given by
a.¢ 1@-¢)? 1@

fif=wp| 1= t9 = 3 @

(21)

The overline denotes a quantity in the scaled unit. The mass my can be appropriately chosen such that the density in the
scaled unit is of order unity. The discrete velocity in the scaled unit is ¢; = a/c;c;. It is noted that a is the sound speed in
the non-dimensionalized equation. The non-dimensional sound speed a can be chosen arbitrarily. To preserve the so-called
propagation/collision dynamics in the standard LB method, the lattice spacing is chosen as § = §tco, Where ¢y is a non-trivial
component of the particle velocity, e.g. v/3¢; for D2Q9. The length of the computational domain is then Nétcy, where N is the
number of lattice points in one coordinate. Traditionally, in the LB method, the lattice spacing ¢ and the time Jt are set to
unity. The length scale X, is then equal to the lattice spacing d, and the total length is given as N. This gives a = 1/+/3 in
D2Q9. Alternatively, in Shan et al. [26], the non-dimensional sound speed a is set to unity, while the particle speed ¢ is usu-
ally set to unity in the standard LB formulation. With this scaling, the lattice spacing ¢ is generally not the same as the length
scale xq, and the total length is not equal to N when ¢y # c;. For D2Q9, with this sound speed scaling, the total length of the
computation domain is v/3N. Hereafter, the overline for the scaled quantity is omitted for clarity.

In multi-speed LB methods, such as D2Q16, since all quadrature points do not coincide with the lattice points, the prop-
agation/collision dynamics are not applicable. While several approaches have been proposed to apply the LB method in the
non-lattice grid system, the finite difference method [34] is employed here. Applying the forward Euler method for time dis-
cretization and the second-order total variation diminishing (TVD) scheme for spatial discretization along the characteristic
line, we obtain

FX £+ 5,) = f(xt)—s-()r'c”"[l( i§r) f(x—c‘—f%,r)}+9i5[+1ri5h (22)

ICix| 2 [Cix|

where J; and J, are the time step and the (uniform) grid spacing, respectively. c;, is (c; - e,)e,, where e, is the unit vector in

the « direction. The face values are given by
5 6 } ( Ci 6X > ( 5X >:|
i X+ +—=,t]+ P X+ X+ JE) . 23
Az ) =ol(xe g 3o) wold (xgcy 50) - ot (x5 >

The lower-order flux ¢; and the higher-order flux ¢, can be given by

L G ()x

o (x+ g 5 t) =fix 24
¢ Oy fiX + ¢i/|Ci|dx, £) + fi(X, 1)

¢1 < |cix| 57t> = 2 . (25)

The flux limiter  is chosen such that the scheme is globally of second-order and TVD. The MUSCL scheme of van Leer [35] is
used here for the flux limiter:

¥(r) = max {0, min <2r % 2)] (26)
where
fiX,t) — fi(X — €i/|Cix|0x, 1) (27)

:fi(X + €i/|Cix|Ox, t) = fi(X, £)

When the grid points do not align with the characteristic line, the discrete equation is given by
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. . . C; Cix O Cix O
f,»(x,t+é)[):f,»(x,t)+£2,»b[+F,-b[+5[| l [f,-(eri—*,t) 7ff<x X t)}

O Ca 2 el 27
€] f.<x+ié )_f(x_ié >] (28)
o ['\" eyl 277) T eyl 277 )

Here, the accuracy of discretization in velocity phase space is investigated in steady flows. A recently developed off-lattice
discretization method [36,37] can be used for improved stability and time accuracy.

+ 0¢

2.4. Relaxation time and Knudsen number

In simulations of microscale flows, the relationship of the relaxation time 7 and the mean free path 4 should be provided
in the LB method with the BGK collision operator. The relationship of T and 4 in the LB method was firstly presented in Nie et
al. [15]. In the literature for the LB method, the relationship of T and 4 and the definition of Kn are, however, diverse
[15,16,20,38,25,39,18]. Since the LB method converges to the continuum Boltzmann-BGK equation for 6t — 0 and N — oo,
the mean free path for the LB method is chosen to be that for the Boltzmann-BGK equation here.

The mean free path / is an average distance travelled by a molecule before colliding with another molecule. In hard
sphere gases it is well-defined and an exact expression can be obtained [4]. However, because collisions due to the intermo-
lecular interaction are well-defined only for hard sphere molecules [5,2], the mean free path remains a conceptual quantity
in general [40]. In that sense, the mean free path for the BGK molecules and thus for the LB method can be chosen arbitrarily,
provided that it estimates the length scale of the molecular collision.

In the description of experiments or theoretical studies, the Knudsen number is typically defined using the viscosity, fol-
lowing the idea of Cercignani [5]:

mkgT TV
;,v:%,/ 5= 1\3¢ (29)

The viscosity-based mean free path 4, is very close to the exact result for hard sphere molecules, and thus provides a good
estimate of the length scale of the molecular collision even for molecules other than hard sphere ones. This choice is also
particularly attractive for the BGK molecules, since the relaxation time 7 in the Boltzmann-BGK equation is determined
to match the viscosity of the bulk fluid. Using the viscosity-based mean free path, Eq. (29), the mean free path for the
BGK molecules can be defined as

Ty Y
= \/;E - \/;;cg. (30)

The Knudsen number is thus given by

A TV

This is the relationship of the relaxation time and Kn adopted here for the LB method [41].

For the validation of the LB method for microscale flows, the definition of Kn in the LB method should be equivalent to
that in the description of reference solutions including experimental measurements. This consistency in the definition of Kn
is often neglected in the LB literature [15,16,20].

2.5. Kinetic boundary condition

In the kinetic theory, a wall boundary condition [42] is given by

(€ — W) DIf(C, Xy, 1) = / (€~ u,) - nlf(C, Xy, OR(E — £)dE, (32)

(¢'—uyw)n<0

where the subscript w denotes a quantity on the wall, n is the inward wall-normal vector, and & = ¢ — u,,. R(¢' — £)d¢ is the
probability of finding particles with velocities between ¢ and ¢ + d¢ scattered from impinging particles with velocity &' It is
assumed in Eq. (32) that impinging particles are scattered with no time delay. With no mass flux across the wall, the scatter-
ing kernel R satisfies

| Rre—ode-1. (33)
& -n<0
Another condition that R satisfies is the detailed balance condition [42]:

(€' = wy) - mf(, OR(E — &) = |(c — wy) - NfI(C, OR(—¢ — =), (34)

The discrete form of the kinetic boundary condition for the diffuse-scattering kernel [17], derived from Eq. (32), can be writ-
ten as
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fixw, ) = ¥ff(p,, tw),
where

Z(cj—uw)<0‘(cj - uW) : nch

Y= .
Z(ck—uwbo‘(ck - uW) ‘n keq

In steady unidirectional flows, Eq. (35) reduces to (see Appendix)

ﬁ(x"‘” t) :fieq(pwv uW)'

Other forms of the diffuse-scattering boundary condition can be found in Sofonea and Sekerka [21].
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(35)

(36)

37)

For the propagation/collision dynamics of D2Q21, some particles move two or three lattices at each time step. For these
particles, if they are leaving a wall boundary, the distribution functions for lattices between the wall boundary lattice and the
lattice where the particles arrive after dt, is set to be the distribution functions at the corresponding values at the boundary
lattice. For example, the particles with the lattice velocity (3r,0) move three lattices in a propagation step. After a
propagation step, f at X, + (r,0) and x,, + (2r,0) are set to f at X,, + (3r,0). The location of the wall boundary is the same
as for the half-way bounce-back scheme [21,43]. When the wall boundary is located at y = 0, where y is the direction normal
to the wall, a layer of the wall boundary lattices is located at y = —1/26x [21,43]. For the finite difference LB method, the
collision term is not closed for lattices at the wall boundary. To evaluate the equilibrium distribution at the wall, the density

can be extrapolated from the interior lattices. For the problems investigated here, the density is uniform.

error

10°

10°

error
A

T T T

100 150 200

LI L s ) B B I R

N

100 150 200

Fig. 1. Errors due to the spatial discretization in Couette flow with (a) Kn = 0.1 and (b) Kn = 1 (dashed line: actual slip velocity (u,, — us)/uw, solid line: the
slip velocity measured using the velocity gradient at the centerline, 1 — (duy/dy)|,_y/,/(2U), N: the number of grid points in the transverse direction).
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3. Results
3.1. Couette flow

In Couette flow, the flow is driven by moving walls. The wall at y = 0 moves with a velocity of —U, while that aty = H
moves with a velocity of U. The LB methods are compared with results from DSMC [6] and the linearized Boltzmann equation
[44]. The wall velocity U is 0.01 in the lattice unit, while DSMC solutions are obtained for Ma of 0.16. In Willis [44], the solu-
tion of the linearized Boltzmann equation is tabulated with the rarefaction parameter o« = H/(v/21c;). The rarefaction param-
eter, o, and the viscosity-based Knudsen number are thus related as Kn = /7/(2a).

First, the effects of spatial discretization are investigated for a multi-speed LB method where the finite difference method
is used for spatial discretization. Fig. 1 shows the spatial discretization errors for D2Q16, for which the analytic solution for
Couette flows [31] is known. The error is defined by

Usqg — U
€ — ‘ s5,a s.n‘
Usq

)

where u;, and ug, are the slip velocity obtained from the analytic solutions and from the numerical simulations, respec-
tively. For Kn=0.1, the errors for the slip velocity measured using the velocity gradient at the centerline,
1 — (duy/dy)|,—o/(2U), suggest that the present scheme is approximately of second-order. However, the actual slip velocity

ao.s

0.7

e
o}

e
3

o
w

normalized slip velocity
o o
N B
LR B L I R I I
E\
AN

e
N
o

~

o

(=2
e ©
N ©

©
o

e
3

0.4

normalized slip velocity

.

Fig. 2. Comparison of the slip velocities from numerical simulations with the analytic solutions in Couette flow. (a) actual slip velocity (u,, — uy)/u, and (b)
the slip velocity measured using the velocity gradient at the centerline, 1 — (dux/dy)|,_y/,/(2U) (circles: numerical solutions for D2Q16, solid line: analytic
solutions for D2Q16, squares: numerical solutions for D2Q9, dashed line: analytic solutions for D2Q9).
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at the wall, (uw — ur)/uw, is predicted with first-order accuracy, where u,, and u; are the velocity of the wall and the fluid
velocity at the wall, respectively. The same trend is observed for Kn = 1, while the errors are much smaller than those for
Kn =0.1.

In Fig. 2, the slip velocities from numerical simulations are compared with the analytic solutions for D2Q9 and D2Q16.
The transverse direction is discretized into 102 grid points including boundary points. With this fine resolution, numerical
solutions are in excellent agreement with analytic solutions. The same grid resolution as in Fig. 2 is used in the following
results for Couette and Poiseuille flows.

Before discussing the accuracy of velocity space discretization, the use of second-order equilibrium function in low Ma,
finite Kn flows is justified. In Fig. 3, the slip velocities predicted using first-, second-, and third-order equilibrium functions
are shown for D2Q16. The slip velocities predicted using different order of equilibrium functions are almost identical for all
Kn in Fig. 3. Although the higher-order terms in the equilibrium function are formally required to recover the macroscopic
hydrodynamic equation corresponding to the higher-order Chapman-Enskog expansion [26], the higher-order terms in the
equilibrium distribution function have negligible influence in flows with very low Ma. In steady unidirectional flows inves-
tigated here, even first-order equilibrium function (Stokes equilibrium) can be used. For the standard D2Q9 LB method, it can
be analytically shown that the slip velocity with the first-order equilibrium function is identical to that with the second-or-
der equilibrium function in steady unidirectional flows [41]. The second-order terms are, however, to be retained in general
flows where convection plays a significant role. For higher-order LB methods, the third- and higher-order equilibrium func-
tions are required for Galilean invariance [45,29]. The error for the viscosity due to non-Galilean invariance is O(Ma?) for the
second-order equilibrium function [45] and is, therefore, very small for microscale flows where Ma < 1.
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Fig. 4 shows the distribution of the streamwise velocity at Kn = 0.1, 0.25, 0.5, and 1. For D2Q9, the departure from DSMC
increases as Kn increases. D2Q16 is in excellent agreement with DSMC for all Kn considered here. In DSMC and D2Q16, the
nonlinear Knudsen layer is predicted, while D2Q9 gives a linear profile and does not predict the Knudsen layer, as shown in
Ansumali et al. [31].

Fig. 5 shows the actual slip velocity at the wall and the slip velocity measured using the velocity gradient at the centerline.
The slip velocity based on the velocity gradient outside the Knudsen layer is used for a boundary condition in the macro-
scopic hydrodynamic equation. In Fig. 5a, the slip velocities predicted by the D2Q16 and D2Q36 schemes are in very good
agreement with the solution of the linearized Boltzmann equation for Kn < 1. D2Q9 overpredicts the actual slip even at very
small Kn, while the slip velocity based on the velocity gradient at the centerline is in good agreement with the linearized
Boltzmann solution for Kn < 0.05. This is because D2Q9 does not capture the Knudsen layer. The D2Q25 scheme also over-
predicts the slip velocity, while it gives better results than the D2Q9 scheme. In Fig. 6, the results for the LB schemes with the
same order of the Gauss-Hermite quadratures are shown. Even with formally same order of accuracy, the results show
strong sensitivity to a quadrature chosen. This can be attributed to the different order of accuracy for high-order off-diagonal
moments. While the quadratures with the same order of formal accuracy have the same order of accuracy for the diagonal
elements of a moment tensor, the order of accuracy for the off-diagonal moments beyond the formal order of a quadrature
can be different for different quadratures.

Fig. 7 shows the normalized shear stress predicted by various LB schemes. The overall trend in accuracy is similar to that
for the slip velocity based on the velocity gradient. D2Q9, however, underpredicts the shear stress. For D2Q9, the hydro-
dynamic equation is exactly the Navier-Stokes equation for all Kn, with the viscosity given by v = 7c2. The overpredicted
slip velocity thus gives the underprediced velocity gradient and shear stress. This behavior is also observed in other LB
methods.

All higher-order methods improve the accuracy as compared with the standard LB method. However, the improvement is
not monotonic with the order of the Gauss-Hermite quadrature. The hydrodynamic equation for the standard D2Q9 scheme
is the isothermal Navier-Stokes equation for the small Kn limit. The next-order LB scheme such as D2Q16 formally corre-
sponds to the thermal Navier-Stokes equation in the Chapmann-Enskog expansion [19]. However, as shown in the analytic
solution of Ansumali et al. [31] and the present numerical study for Couette flow, D2Q16 captures the Knudsen layer, while
D2Q9 does not. This shows that at finite Kn, the hydrodynamic equation for D2Q16 is not just the Navier-Stokes equation.
But, as shown in Fig. 8, the difference between the actual slip velocity and the slip velocity based on the velocity gradient
outside the Knudsen layer rapidly decreases after Kn ~ 0.2, while that predicted by the linearized Boltzmann equation does



S.H. Kim et al./Journal of Computational Physics 227 (2008) 8655-8671 8665

a 0.8
0.7 _C ’:g:
_o7 N
0.6 Bt

©
S

©
w

o) UL I L L L L L

normaziled slip velocity
o
S

s —-—A--—D2Q16
0.2 4 ——7-— D2Q25
—<&— D2Q36

0.1 ——e— linearized Boltzmann

0
0 0.2 0.4 0.6 0.8 1
Kn
bos
0.7 o~ ”gj
o =TT
0.6 e

e
3

0.3 - -0- - D2Q9
—-A—-—. D2Q16
0.2 R D2Q25

—<o—— D2Q36
—@—— linearized Boltzmann

normalized slip velocity
o
S
B REREE L R RRRRE S a

va TR TR TR L
0 0.2 0.4 0.6 0.8 1
Kn

Fig. 5. Normalized slip velocity in Couette flow. (a) actual slip velocity (u,, — us)/uy, and (b) the slip velocity measured using the velocity gradient at the
centerline, 1 — (duy/dy)|,_,,/(2U).

not. The Knudsen layer disappears at Kn ~ 0.8 for D2Q16. D2Q25 performs poorer than D2Q16, although the order of quad-
rature is higher. For the quadrature with the accuracy one order higher, D2Q36, the Knudsen layer is better predicted than
for D2Q16. The slip velocity difference, however, still decreases more rapidly than that for the linearized Boltzmann equa-
tion. The Knudsen layer is captured for up to Kn = 0(0.1) by the LB method with up to the 11th order Gauss-Hermite quad-
rature. This is because the ratio of the smallest (non-trivial) and the largest speeds of the discrete velocities is not sufficiently
large in the LB methods studied here. In Kim et al. [41], it is argued that the Knudsen layer cannot be captured by the D2Q9
LB method with single-speed discrete velocities, since the effects of the wall confinement are the same for all particles. In
Ansumali et al. [31], it is shown that the lattice constraint on the diagonal elements of the third-order moments is respon-
sible for the lack of the Knudsen layer in D2Q9. For LB methods with multi-speed discrete velocities, when the relaxation
time 7 is larger than O(H/cp), where c,, is the minimum (non-trivial) speed of particles, all particles do not have sufficient
time to equilibrate with the hydrodynamic field before reaching a wall. For sufficiently large Kn, the effects of the wall con-
finement are then similar for all discrete velocities, and the Knudsen layer disappears. To capture the Knudsen layer at Kn
larger than O(0.1), the ratio of the smallest (non-trivial) and the largest speeds of the discrete velocities should be larger than
the present ones.

3.2. Poiseuille flow
Fig. 9 shows the streamwise velocity for a range of Kn. The flow between two parallel plates is driven by a constant pres-

sure gradient, —g. At Kn = 0.04, D2Q9 and D2Q16 agree well with DSMC, although D2Q9 slightly overpredicts the slip veloc-
ity at the wall. While D2Q9 does not perform well for Kn > 0.1, D2Q16 remains quantitatively accurate up to Kn ~ 1.
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However, at Kn = 1, the deviation from DSMC is also observed for D2Q16 near the walls. This is because D2Q16 does not
capture the Knudsen layer at Kn ~ 1.
For Poiseuille flow, a major quantity used in the validation is the normalized mass flux:

-1 H
Q= gpra |, U4 (38)
where u is the centerline velocity for the Navier-Stokes equation with no-slip boundary condition, which is given by
uo = gH?/(8pv). For the Navier-Stokes equation with no-slip boundary condition, the normalized mass flow rate Q is given
by
1
=, 39

6Kn (39)
In Cercignani et al. [46], the normalized mass flow rate for the linearized Boltzmann equation is obtained using the varia-
tional approach. The rarefaction parameter ¢ in their study is related to Kn as é = /7/(2Kn).

In Fig. 10, the normalized mass flow rates predicted by various LB schemes are compared with the linearized Boltzmann
equation [46] and DSMC solutions for a range of Kn. DSMC solutions agree well with those of the linearized Boltzmann equa-
tion, which shows the validity of the linearization of the collision operator in the Boltzmann equation in these low Ma flows.
D2Q9 well predicts the mass flow rate up to Kn ~ 0.1. All higher-order LB schemes perform better than D2Q9. The D2Q16
scheme agrees well with DSMC and the linearized Boltzmann equation up to Kn ~ 1. Note that, as in Couette flow, the accu-
racy of the LB method does not monotonically increase with the order of the quadrature. While D2Q25 is formally of higher-
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order than D2Q16, it does not improve the accuracy. By further increasing the formal order of accuracy, the accuracy of the
LB method is improved. The D2Q36 scheme gives the best result among the schemes adopted here. These results are con-
sistent with those for Couette flow. D2Q16 and D2Q36 do not reproduce the Kundsen minimum at Kn ~ 1. In Fig. 10b,
the normalized mass flow rates predicted by the quadratures with the same order of accuracy are shown. The predictions
again show sensitivity to the quadratures.

Cercignani [42] obtained the asymptotic solution for the normalized mass flux for Kn « 1:

202 - 1)

—, (40)

Q —L/.Hud Lstos
(5_4UOH_0 y_6

where ¢ = 1.01615. For consistent comparison with the LB equation, the normalized mass flow rate can be re-written as

1
Q= 6Kn +¢1 — (2¢3 + ¢3)Kn, (41)
where ¢; = 1.1466, ¢c; = —0.97566, and c; = 0.59516. The exact solution for D2Q9 is [41]
1 6 8
Q_HJF \/;+El<n‘ (42)

The first and second-order slip coefficients are slightly overpredicted by D2Q9. All higher-order LB methods adopted here
improve the mass flow rate result.
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For large Kn, the asymptotic solution for the linearized Boltzmann equation is given by [42]
1
~ — log(Kn). 43
Q NG g(Kn) (43)
Egs. (41) and (43) show the presence of the Knudsen minimum [19], which occurs at Kn ~ 1 in the linearized Boltzmann

equation and DSMC in Fig. 10. For D2Q9, the Knudsen minimum occurs at Kn = /7t/8. For large Kn, the mass flow rate pre-
dicted by D2Q9 is given by
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Q~ %Kn. (44)

D2Q9 does not capture the slow, logarithmic increase in Q for large Kn. D2Q25, D2Q12, and D2Q21 show a behavior similar
to D2Q9, Q ~ Kn for large Kn. For D2Q16 and D2Q36, Q approaches a constant value Q ., when Kn — oo. The normalized mass
flow rates in the large Kn limit, Q , are about 1.009 and 1.132 for D2Q16 and D2Q36, respectively. The Knudsen minimum is
not predicted by D2Q16 and D2Q36, and the slip phenomenon is first-order in Kn for D2Q16 and D2Q36 in the large Kn limit.
While D2Q16 and D2Q36 predict higher-order slip phenomena for small Kn, the higher-order terms vanish at large Kn.

4. Conclusions

Accuracy of higher-order LB methods is investigated. The velocity space in the higher-order LB methods is represented by
up to the eleventh-order Gauss-Hermite quadrature. The diffuse-scattering condition is employed for fluid—-wall interac-
tions. Discretization, non-dimensionalization, and the definition of the Knudsen number are discussed in the context of
the consistency with the continuum kinetic theory. Detailed comparisons with DSMC and the linearized Boltzmann equation
are made for plane Couette and Poiseuille flows.

Results show that all higher-order LB methods adopted here improve the accuracy in finite Kn flows, as compared with
the standard LB method. With the consistent definition of Kn, the higher-order LB methods are quantitatively accurate up to
Kn = 0(1), depending on the quadrature and the type of a flow, while the standard LB method is quantitatively accurate only
up to Kn =~ 0.05. The improvement in the accuracy is found not to be monotonic with the order of the Gauss-Hermite quad-
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rature. The results also show strong sensitivity to the chosen quadrature, even when the Gauss-Hermite quadratures have
the same order of formal accuracy. This implies that the accuracy of the higher-order LB methods is determined not only by
the order of the quadrature, but also by the quadrature chosen. Among the schemes investigated here, D2Q16 is the most
efficient method with good accuracy.

All the higher-order LB methods predict the Knudsen layer. However, due to a finite number of discrete velocities, the
Knudsen layer is predicted only for Kn = 0(0.1). The Knudsen layer rapidly disappears when the Knudsen number ap-
proaches unity, while it is still present for Kn = O(1) in the Boltzmann equation. It is also found that the higher-order LB
methods adopted here do not capture the asymptotic behavior of the Boltzmann equation for large Kn. At large Kn, the nor-
malized mass flow rate is either zeroth-order or first-order in Kn, while it depends logarithmically on Kn in the Boltzmann
equation.
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Appendix

From Eq. (13), we obtain
oy ml'm 1

— _7re
= g =), (45)
where
=Y lcylfi. (46)
Ciy<0
e = Zc,»y<ociy‘ciym‘ , (47)
Zciy<0‘ciy|fi
re= CZO leylff = Zciy>0‘ciylfieq~ (48)
iy <
Here, c;y =¢;-e,. Aty = H, I'y, = ¥\, I"*%. The solution for I',, can be written as
y /
[y = (W — 1) exp <— / di) +re (49)
W TCym
Similarly, we have
v ody .
= (¥, — )I*exp 7/ ) e, (50)
o TCyp
where
ry= Y ol Y
Ciy>0
o — ZC,vy>0Ciy‘Ciym (52)
. Zciy>0‘ciy|fi '
From Eqgs. (49) and (50), we obtain
¥ A ¥ A
puy =Tp—Tp= (¥, —1)I"exp (—/ dy ) —(Wm — DHI%exp (— / dy > (53)
o TCyp Ju TCym

Since u, = 0 for all y, we have ¥, =¥, = 1.
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